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Scalable System Solutions Pave 
the Way to Autonomous Mobility
The combination of artificial intelligence (AI) and the ever-increasing number of environmental 

 sensors in new vehicles is the basis for assisted and automated driving functions. However,  

scalable and cost-efficient end-to-end solutions are needed. Thus Continental and Ambarella 

are developing full-stack solutions based on Ambarella’s CV3-AD system-on-chip family of 

 centralized AI domain controllers.
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g Powerful support functions such 
as adaptive cruise control (ACC), lane 
change assist and map-based assisted  
as well as automated driving are critical 
components for vehicles with autono-
mous driving capabilities. Global auto-
motive experts have developed a classi-
fication system that defines the various 
levels of automation in a vehicle, ranging 
from 0 to 5 (L0-L5). The automated mar-
ket segment will grow strongly in the 
coming years, as the technical require-
ments for autonomous solutions are 
increasingly being met. The number of 
environmental sensors installed in the 
vehicle, for instance, is steadily increas-
ing, improving the data resources with 
which accurate and comprehensive AI 
modeling of the vehicle’s surroundings 
is made possible. 

A prerequisite is hardware and soft-
ware optimized for this special applica-
tion with high computing power and at 
the same time the lowest possible energy 
consumption. In addition, the market 
penetration of autonomous driving func-
tions requires a scalable solution that can 
handle large and diverse sensor suites, 
and that can be designed for use cases of 
varying complexity even in case of largely 
the same sensor mix. The core of such a 
solution is a central AI domain controller 
that delivers data processing, deep sensor 
data fusion and a model of the vehicle’s 
surroundings up to trajectory planning 
for all autonomous driving functions. The 
domain controller must have a large num-
ber of signal inputs and sufficient com-
puting power to allow real-time or low- 
latency surroundings modeling. In view 
of the ever-increasing electrification of 
the powertrain, it is also essential that 
this high computing performance is deliv-
ered as efficiently as possible.

Continental and Ambarella are de  -
veloping such a solution, combining  
sensor hardware with the correspond-
ing software. The hardware core is 
Ambarella’s CV3-AD AI sys  tem-on- 
chip (SoC) central domain controller 
family. This family includes Ambarella’s 
third generation CVflow vector proces-
sor for artificial intelligence (AI), which 
processes and fuses data from up to  
24 data streams from a host of cameras, 
radars, lidars and ultrasonic sensors.  
The first application of this joint solu-
tion is as a complete L4 fallback sys-
tem in a commercial vehicle, which  
is planned for series production in  
2027, FIGURE 1.  Additionally, the com -
panies continue to target 2026 global 
series production for a broad range  
of applications for their scalable full-
stack systems, from ADAS and Level  
2+ up to L4.
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FIGURE 1 The first full-stack solution from Conti-
nental and Ambarella will go into series production 
as an L4 fallback system in a commercial vehicle 
in 2027 (© Continental)
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SCOPE OF AN  
END-TO-END SOLUTION

The typical mix of sensors in a highly 
equipped vehicle with comprehensive 
support makes it clear how crucial the 
computing power of a domain controller 
actually is. Sensor suites with more than 
30 sensors are expected in the future. In 
addition to a dozen ultrasonic sensors, 
these will include 10 to 15 cameras and 
around 10 radars, plus several lidars. 
The data flow from these sensors is bun-
dled into separate feeds, typically in ded-
icated interfaces for camera signals and, 
depending on the architecture, in one 
(for a zonal architecture) or more ether-
net interfaces for the radars and lidar 
sensors. In the case of camera signals, 
the usefulness of the data depends heav-
ily on image processing. Only with pow-
erful algorithms can reliable information 
be obtained from the raw data, including 
in unfavorable conditions, FIGURE 2. 

To interpret the surroundings, both 
the infrastructure for general vector 
data processing and processors for neu-
ral  networks (NN) need to be  pre      sent in 
the domain controller. The CV3-AD SoC 
family combines high  computing per-
formance with low energy consumption 
(power and cooling requirements), which 
is partly due to the small structure width 
of 5 nm, but even more to a de  sign opti-
mized for the above tasks. For example, 
the CV3-AD685 SoC’s typical energy de -
mand is as low as 30 W. Compared with 
other SoCs, this can mean an estimated 
range gain of a minimum of 30 km for 
an electric vehicle with the same battery 
capacity. Alternatively, the battery cost 

can be reduced significantly, and 
 battery mass can be reduced by sev-
eral kilograms while maintaining 
the same range.

A full-stack solution for ADAS to 
autonomous driving requires a wide 
range of different core competencies. 
These include in-depth sensor know- 
how covering the entire sensor mix  

and, consequently, the essential data 
resour  ces for environmental perception 
around the vehicle. Further require-
ments include specific software expertise 
in the ADAS domain, such as computer 
vision and data fusion as well as trajec-
tory planning and control for ADAS 
applications from NCAP, and from L2+ 
and L3 through to L4 systems, FIGURE 3.

FIGURE 2 Powerful image data 
processing increases detection 
performance, even in unfavor-
able conditions (© Ambarella)

FIGURE 3 The overall solution is integrated into applications ranging from ADAS through to L2+, L3  
and L4 systems (© Continental)
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SOC CHARACTERISTICS 

The first version of the CV3-AD SoC 
 family to go into series production will 
be the CV3-AD685 AI domain controller. 
12 Arm cores of the Cortex-A78AE type 
are integrated in this SoC as a CPU. Fur-
ther key hardware and software includes 
the image signal processor (ISP), a pro-
cessor for stereo camera signals, a video 
codec, an automotive GPU for visualiza-
tions, a hardware security module, a 
security processor also based on Arm 
Cortex technology, and extensive periph-
erals and interfaces. As a central element 

of the design, two powerful vector pro-
cessors are responsible for AI as well as 
 parallel data processing, FIGURE 4.

The efficient hardware architecture, 
which is the result of two approaches, 
speaks in favor of the CV3-AD SoC 
 family from a Tier 1 perspective:
 – On the one hand, the hardware has 
been consistently designed according 
to the requirements of the software 
(“algorithm first”). Functions such 
as image processing and fusion 
through to trajectory planning there-
fore predetermine the hardware archi-
tecture. These specific use cases were 

taken into account during chip design.
 – On the other hand, the SoC is highly 
energy-efficient and fast because bot-
tlenecks as they can be found in some 
other SoCs have been prevented in the 
CV3-AD family. For example, the use 
of the RAM interfaces in this SoC is 
particularly efficient. In general, the 
internal communication and data 
flows within the SoC are optimized 
down to the last detail. 

FIGURE 5 shows a comparison between 
three performance parameters of the 
CV3-High-Dev SoC with similar SoCs 
available on the market. In terms of 

FIGURE 4 Block diagram of the CV3-AD685 SoC (© Ambarella)

FIGURE 5 Comparison of key performance fea-
tures of the CV3-AD-High-Dev SoC with similar 
SoC available on the market (© Continental)
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 computing power as well as energy 
and RAM efficiency, the extent to which 
the developers have optimized the sili-
con design in the CV3-AD SoC family 
becomes clear. In addition, hundreds 
of network types were analyzed during 
development to ensure that the SoC fam-
ily is compatible with a wide variety of 
vehicle system architectures.

Compared with Ambarella’s previ-
ous generation, the CVflow AI engine’s 
neural vector processors (NVPs) within 
the CV3-AD family, for example, have 
up to 40-times higher performance. The 
CVflow AI engine is a specialized hard-
ware module inside of all CV3-AD family 
SoCs. In addition, there is the computing 
capacity for the general vector processor 
(GVP), which is used to accelerate classi-
cal computer vision and radar processing. 
Optimization functions for the processing 
of high-resolution radar signals are also 
integrated here. An integrated hardware 
security module provides advanced cyber -
security elements, such as asymmetric/
symmetric cryptography, secure memory, 
key management, en  crypted computer 
vision tasks, a true random number gen-
erator as well as other features. 

Deep data fusion is an example of the 
kind of efficient processing that can be 
implemented on Ambarella’s CVflow AI 
engine. Pixels from a large number of 
high-resolution cameras, together with 
data from radars and echoes from laser 
scanners or ultrasonic sensors, are all 
fused together at a low level, thanks to 
a neural network running efficiently on 
the CV3-AD. This SoC’s very high com-
putational power allows it to perform 
low level fusion of the raw data from the 
many high-bandwidth sensors mounted 
all around the vehicle, making it possible 

to produce a single reconstruction of the 
vehicle’s entire surroundings. Since all 
sensors contribute to this single repre-
sentation, the data loss from decentral-
ized, high-level fusion (i.e., fusing pre- 
processed object level data from each 
sensor, with a limited and partial view  
of the surroundings) will become a thing 
of the past.

SCALABILITY

Decisive for the scalability of the respec-
tive SoC derivatives is the balance of 
resources integrated into the SoC (in 
addition to the CPU cores, these include, 
for example, DSPs and NN processors 
as well as the hardware accelerators for 
certain image processing interfaces like 
image de-warping and pyramiding,) 
which decides on reasonable scaling 
 levels, FIGURE 6. 

The hardware scaling is not only 
based on the type and number of sen-
sors, but also on the requirements asso-
ciated with the application. It makes 
a big difference, for example, whether 
a given camera set is only used to gener-
ate an all-round image for the driver’s 
information, or whether a lane change 
is also to be supported via camera image 
data processing. In both cases, for ex am-
ple, four cameras provide the signals, 
but the processing of the image data 
 differs significantly with regard to re-
source requirements. 

In terms of use cases, a single camera, 
for example, ranges from simple ACC to 
NCAP24/26 solutions with autonomous 
braking for pedestrians in more complex 
situations. The varying performance of 
person detection, alone, has a direct  
im  pact on the resource balance, de -

pending on the number of variations in 
size, cloth  ing and posture that need 
to be perceived. With this in mind, it 
is highly advantageous that in the 
CV3-AD SoC family, the internal units 
are easily scalable based on whether 
a particular re source is needed to a 
greater or lesser extent.

OUTLOOK

The aim of the partnership is to develop 
scalable full-stack vehicle system solu-
tions with the highest performance for 
ADAS through to autonomous driving. 
The partners combine software and 
hardware expertise as well as Continen-
tal’s broad portfolio of automotive sys-
tem solutions with Ambarella’s expertise 
in the AI field of computer vision, along 
with powerful SoCs and additional soft-
ware modules. 

In addition to the development of cam-
era-based perception solutions for ADAS, 
the partners are focusing on end-to-end, 
AI-based solutions for further automa-
tion levels from Level 2+ up to L4. These 
full-stack systems take a multisensor 
approach that includes high-resolution 
cameras, radars, lidars and ultrasonic 
sensors, as well as the associated control 
units from Continental, plus the neces-
sary software. The aim is to achieve 
more comprehensive and more precise 
environmental perception as the basis 
for high-performance driving functions, 
in the interest of further enhanced 
safety. A first production solution in 
commercial vehicles is planned for 2027, 
and the companies continue to target 
2026 global series production for a broad 
range of automotive applications.

FIGURE 6 Scalability of various SoCs as comparison (© Continental)
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Autonomous Mobility. 
We make it happen!

Autonomous driving is one of the major future fields of the automotive 
industry. Cruising, parking, driverless, human vision and safety technologies 
offer unsuspected potential for making mobility more sustainable, 
more comfortable and, most importantly, safer. 
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